Hill-climbing Strategies on Various Landscapes: An Empirical Comparison
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ABSTRACT

Climbers constitute a central component of modern heuristics, including metaheuristics, hybrid metaheuristics and hyperheuristics. Several important questions arise while designing a climber, and choices are often arbitrary, intuitive or experimentally decided. The paper provides guidelines to design climbers considering a landscape shape under study. In particular, we aim at competing best improvement and first improvement strategies, as well as evaluating the behavior of different neutral move policies. Some conclusions are assessed by an empirical analysis on a large variety of landscapes. This leads us to use the NK-landscapes family, which allows to define landscapes of different size, rugosity and neutrality levels. Experiments show the ability of first improvement to explore rugged landscapes, as well as the interest of accepting neutral moves at each step of the search. Moreover, we point out that reducing the precision of a fitness function could help to optimize problems.
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1. INTRODUCTION

Neighborhood search techniques are commonly-used algorithms for optimizing hard combinatorial problems. Among them, basic iterative improvement methods like climbers are generally used as components of more sophisticated local search techniques or modern metaheuristics (tabu search, memetic algorithms and so on). A climber consists in reaching a local optimum by iteratively improving a single solution with local modifications. Although most of metaheuristics use climbers or variants as intensification mechanisms, they mainly focus on determining how to escape local optima. Nevertheless, several important questions have to be considered while designing a climber. Usually, the design of a local search mainly focus on defining a neighborhood structure and choosing a solution which initiate the search.

However there are several questions which are regularly considered during the conception process, but not really empirically or theoretically investigated. Among them, one can identify two main issues. First, the pivoting rule choice. To the best of our knowledge, there is no real consensus on the benefit of using a best-improvement strategy rather than a first-improvement one, or vice versa. Secondly, the neutral moves policy. The use of neutral moves during the climbing should be experimentally analyzed. In particular, it is contradictory that traditional climbers only allow strictly improving moves, while a derived search strategy, e.g. simulated annealing, systematically accept neutral moves.

Most of local search and evolutionary computation contributions are focusing on the design and evaluation of advanced and original search mechanisms. However, those aforementioned elementary components are rarely discussed in the experimental analysis.

Since the efficiency of advanced search methods is usually dependent to the problem under consideration, it should be interesting to determine if their elementary components are themselves dependent to the considered search space topology. In this study, we aim to evaluate the behavior and efficiency of basic search methods on search spaces of different size, rugosity and neutrality. To this end, we will use NK-landscapes model to simulate problems with different structures and sizes. Since the basic NK model does not induce landscapes with neutrality, we will especially focus on three appropriated variants: NKp [1], NKq [7] and NKr (presented in the paper).

Several studies on local search behaviors has been proposed for specific problems, such as SAT [2] or TSP [3]. More recently, Ochoa et al. [8] investigated the behavior of first and best improvement algorithms on NK-landscapes, by exhaustive exploration of small search spaces. In this paper, we extend this last study by evaluating both pivoting rules and neutral moves effects on large size problems, which are those considered while using metaheuristics. To achieve this, we will evaluate empirically the relative efficiency of climber variants. The aim of this study is to compare basic ways to navigate through a search space, rather than to propose an efficient sophisticated algorithm to solve NK instances.

The next section focus on climbers design: after recalling some general definitions, we will discuss on climbers key components. Section 3 first describes the NK-landscapes model and different ways to add neutrality with NKp, NKq and NKr, before providing an empirical analysis of the neutrality degree of such problems. In section 4, climber variants behavior is estimated on a large scale of landscape
shapes. Finally, the last section summarizes the main contributions and provides hints for future investigations.

2. DESIGNING CLIMBERS

2.1 Fitness landscapes, climber algorithms: general background

Even if we assume that the reader is familiar with the main notions of combinatorial optimization and local search algorithms, let us recall briefly the main elements used in the rest of the paper. For more detailed definitions and comprehensive review of local search principles, we refer the reader to [4].

A combinatorial optimization problem instance can be defined as a pair \((X,f)\), where \(X\) is a discrete set of feasible solutions, and \(f: X \rightarrow \mathbb{R}\) a scalar objective function which has to be maximized or minimized. In the remaining, we will consider the maximization context, without loss of generality. Solving a problem \((X,f)\) consists then in finding \(x^* = \arg\max_{x \in X} f(x)\).

A fitness landscape is a triplet \((X,N,f)\), where \(X\) is a set of configurations (or candidate solutions) called search space, \(N : X \rightarrow 2^X\) is a neighborhood relation, and \(f\) is a fitness function (or evaluation function). \(f(x)\) is the fitness (or height) of \(x\). \(x' \in N(x)\) is a neighbor of a configuration \(x \in X\). \(N(x)\) is called the neighborhood of \(x\).

A neutral neighbor of a configuration \(x\) is a configuration \(x'\) such that \(x' \in N(x)\) and \(f(x') = f(x)\). A plateau (or neutral network) is a graph \((V,E)\) where \(V \subseteq X\), \(E = \{(v_i, v_j) \; \text{s.t.} \; v_j \in N(v_i) \land f(v_i) = f(v_j) \land \forall v_i, v_j \in V\}\), i.e. a set of connected configurations of same fitness. A (non-strict) local optimum is a configuration \(x^*\) such that \(\forall x' \in N(x^*), f(x') \leq f(x^*)\). A global optimum is a configuration \(x^* \in \arg\max_{x \in X} f(x)\).

A local search algorithm (or neighborhood search algorithm) aims at finding the best configuration of \(X\) (thanks to \(f\)) while exploring a subset of \(X\) relatively to \((X,N,f)\). Since in many cases, \(X \equiv X\) and \(f \equiv f\), solving an instance \((X,f)\) with a local search algorithm consists then in defining a neighborhood relation \(N\) and a move strategy for exploring efficiently the landscape \((X,N,f)\).

A hill-climbing algorithm (or climber) is a basic local search strategy which navigates through the search space in allowing only non-deteriorating moves. Given an initial configuration called starting point, a traditional climber iteratively moves to better neighbors, until it reaches a local optimum. Such a search mechanism, also known as iterative improvement, allows to distinguish several variants which are discussed hereafter.

2.2 Climber components

The design of a climber implies several choices, whose effects are not clearly established. Let us point out four conceptual issues that need to be discussed.

Pivoting rule

The best improvement strategy (or greedy hill-climbing) consists in selecting, at each iteration, a neighbor which achieves the best fitness. This implies to generate the whole neighborhood at each step of the search, unless an incremental evaluation of all neighbors can be performed. On the contrary, the first improvement strategy accepts the first evaluated neighbor which satisfies the moving condition. This avoids the systematic generation of the entire neighborhood and allows more conceptual options.

Neutral move policy

A basic hill-climbing algorithm does not allow neutral moves (i.e. moves to neutral neighbors) during the search, and only performs improving moves until reaching a local optimum. Question of neutral moves can be considered to escape local optima (neutral perturbation, NP) when the fitness landscape contains a substantial proportion of neutral transitions (on smooth landscapes). Another variant, called stochastic hill-climbing, can accept indifferently neutral or improving neighbors throughout the search, even before reaching a local optimum. It is not very obvious to determine the influence of the neutral move policy on the quality of the configurations reached. However, it is interesting to note that the more advanced simulated annealing algorithm, which allows some deteriorating moves during the search, systematically accepts neutral moves under consideration.

Neighborhood evaluation

The first condition to assert systematically that a configuration is a local optimum is to use a basic climber which favors improving moves. The second one is to be able to detect when the whole neighborhood has been evaluated. This can only be possible while considering an exhaustive neighborhood evaluation, either in evaluating the entire neighborhood incrementally, or in generating neighbors without replacement. Nevertheless, several factors can make difficult or impossible the exhaustive neighborhood evaluation (complex representation of configurations, specific neighborhood operator, very large neighborhood). In such a case, neighbors are usually generated at random and with replacement.

Neighborhood exploration

Technically and following the definitions presented in [4], the first improvement strategy consists in exploring the neighborhood with the same deterministic rule order during the entire search. The first neighbor which satisfies the move policy is then selected. An alternative way is to explore at each step the neighborhood in a random order. This exploration method reduces cycling risks which can occur when combining stochastic hill-climbing with a deterministic exploration of the neighborhood. While combined with a basic move policy, it should be interesting to see if there exists any efficiency difference between both exploration methods.

Figure 1 summarizes the different ways to design a climber according to the issues discussed hereabove. Clearly, specific representation of configurations, neighborhood structures or evaluation functions, lead to favor one or several choices. However, in many cases, every option can be considered. In future sections, we will evaluate the influence of such climber parametrization in function of the landscape structure.

3. NK-LANDSCAPES AND NEUTRALITY

3.1 NK-landscapes

The NK family of landscapes [5] is a problem-independent model for constructing multimodal landscapes. NK-landscapes use a basic search space, with binary strings as configurations and bit-flip as neighborhood (two configurations are neighbors if their Hamming distance is 1). Characteristics of an NK-landscape are determined by two parameters
where $\mathbf{c}$ is the fitness contribution matrix corresponding to a fitness contribution matrix. The usual precision refers to the size of binary string configurations, which defines the rugosity level of the landscape; indeed, the fitness value of a configuration is given by the sum of $N$ terms, each one depending on $K+1$ bits of the configuration. Thus, by increasing the value of $K$ from 0 to $N-1$, NK-landscapes can be tuned from smooth to rugged. In particular, if $K=0$, then the landscape contains only one local (global) optimum; on the contrary, setting $K$ to $N-1$ leads to a random fitness assignment.

In NK-landscapes, the fitness function $f: \{0,1\}^N \rightarrow [0,1)$ is defined as follows.

$$f(x) = \frac{1}{N} \sum_{i=1}^{N} c_i(x_i, x_{i1}, \ldots, x_{iK})$$

where $c_i: \{0,1\}^{K+1} \rightarrow [0,1)$ defines the component function associated with each variable $x_i$, $i \in \{1, \ldots, N\}$, and where $K < N$.

NK-landscapes instances are both determined by the $(K+1)$-uples $(x_i, x_{i1}, \ldots, x_{iK})$ and the $2^N.(K+1)$ $c_i$ result values corresponding to a fitness contribution matrix $C$ whose values are randomly generated in $[0,1)$. The usual precision of random values imply that plateaus are almost absent on NK-landscapes. Nevertheless, there are several ways to add neutrality to NK-landscapes. In 1998, two distinct models of neutrality were proposed simultaneously by Barnett (NKp [1]), and Newman et al. (NKq [7]), which are described hereafter. Moreover, we add a third way to obtain neutral landscapes by rounding fitnesses of traditional NK-landscapes.

### 3.2 NKp-landscapes

Probabilistic NK-landscapes [1] are particular NK instances in which the fitness contribution matrix contains many zeros. While generating an NKp instance, values of $C$ are set to 0 with a probability of $p$, the others being randomly generated in $[0,1)$. An NKp-landscape class is then determined by three parameters: $N$, $K$ and $p$. In extreme cases, classic NK-landscapes are obtained for $p=0$, while landscapes are entirely flat when $p=1$.

### 3.3 NKq-landscapes

To add neutrality to NK-landscapes, Newman et al. introduced quantised NK-landscapes [7], by fluctuating the discretization level of $c_i$ result values. Indeed, limiting their possible values increases the number of neutral neighbors. Thus, NKq implies a third parameter $q \geq 2$ which specifies the $c_i$ functions codomain size. The maximal degree of neutrality is reached when $q=2$ ($C$ is then a binary matrix), and decreases while $q$ increases.

### 3.4 NKr-landscapes

Generating a high neutrality landscape using NKp imply a high value of $p$ (near to 1 – see section 3.5). However, the resulting optimization problem intuitively tends to be simplified since it mainly consists in finding the non-null values of $C$. Indeed, the fitness function $f$ of a classic NK model. Then, in this rounded NK (NKr), the original NK-landscape is divided in a predefined number of levels.

Let us notice that, contrary to NKp and NKq, NKr is not a generalization of the NK model where the fitness contribution matrix is depending of a neutrality parameter. Here, $r$ affects the final fitness values without modifying the contribution matrix generation policy:

$$f(x,r) = \frac{\lceil rf(x) \rceil}{r}$$  

A significant consequence is that an NKr landscape is a smoothed version of a corresponding NK-landscape. In particular, $f(x_i) < f(x) \Rightarrow f(x_i, r) \leq f(x, r)$, which implies that every global optima of an NK instance is also a global optima of the corresponding NKr instance. NKr will allow us to determine if smoothing the landscape could help to solve optimization problems.

### 3.5 Landscapes neutrality

To evaluate the neutrality level of NK\{pqr\}-landscapes, we propose to determine empirically the proportion of neutral neighbors according to the landscapes characteristics $(N, K, p, q, r)$.

#### Landscapes panel

We first focus of four sizes $N = \{128, 256, 512, 1024\}$ and four rugosity levels $K = \{1, 2, 4, 8\}$ which correspond to commonly-used NK-landscapes parametrizations for testing metaheuristics. For each couple $(N, K)$, we have randomly generated 10 NK instances, i.e. 10 landscapes. Secondly, we used these 10 instances to generate 10 corresponding NKp, NKq and NKr instances, for 4 values of $p$, 4 values of $q$ and 4 values of $r$ parametrizations. In NKp, each value of the original fitness contribution matrices are replaced by 0 with a probability of $p$. NKq instances are obtained by discretizing fitness contribution values among $q$ using a rounding function $\rho(c) = \frac{\lfloor qc \rfloor}{q}$. In NKr, original fitness contribution matrices remained unchanged, while the fitness function is rounded as described in equation 2. In this section, we will use 1920 distinct landscapes (192 parametrizations, 10 instances per parametrization) which allow us to determine the parameters sensitivity for obtaining neutral landscape.

#### Neutrality estimation

The degree of neutrality of a landscape is evaluated by measuring the proportion of neutral neighbors within a sample of configurations. More precisely, for each parametrization, 10 instances (landscapes) and 10,000 random configurations per instance are considered. In table 1, we first evaluate the whole neighborhood on each configuration and its associated rate of neutral neighbors (random column). Secondly,
the LO column corresponds to the average rates of neutral neighbors on the local optimum obtained after applying a basic first-improvement climber from the 10,000 random configurations.

### Empirical analysis

Table 1 provides the average neutrality rate of the 192 landscape classes considered, while figure 2 outputs the distribution of neutrality rates. This leads us to several comments:

- Only NKp and NKr can produce landscapes with high neutrality. Indeed, even with its most neutral parametrization \((q = 2)\), a random NKq landscape is unlikely to provide a neutral neighbor rate over 0.5. In particular, when \(K\) is higher, there are very few neutral neighbors, especially around local optima.

- NKp allow to generate high neutrality landscapes, provided that \(p\) is close to 1. Indeed, when \(p\) is high, \(c\) values are mainly zeros, which implies that hit-flip neighbors fitnesses often remains unchanged, especially if \(K\) is low. Unfortunately, such a landscape is easier to climb since the fitness is only affected by a few non-null values. Moreover, even a high level of neutrality does not imply the existence of totally flat areas in the search space unless \(p = 1\) (in figure 2, even with \(p = 0.99\), there is almost no configuration for which all neighbors are neutral).

- NKr allow to generate landscapes with a high level of neutrality as well as totally flat areas. Indeed, as shown in figure 2, with a low enough value of \(r\), a significant part of the search space is composed by configurations with only neutral neighbors.

- Unsurprisingly, neutrality of NKr depends on \(N\), while NKp and NKq-landscapes characteristics are similar when \(N\) is fluctuating. Indeed, increasing \(N\) proportionally reduces the average fitness variation between two neighbors (that is implied by equation 1).

### 4. COMPARING CLIMBERS

In this section, we aim at evaluating the ability of climbers to explore various landscapes. Thus, different climbing strategies introduced in section 2 will be applied on landscapes defined in section 3.

In figure 1, we divided the components in two layers. The structural layer identifies the fundamental choices which will mainly determine the search strategy, while the technical layer is mostly dependent of the problem itself. In particular, an exhaustive neighborhood exploration is clearly preferable to a random one, provided its implementation does not imply any additional complexity cost. Moreover, a random neighborhood exploration order seems more natural to provide a stochastic search, even if usual local search definitions follow a deterministic order.

In the following, we will focus on the ability of a climber to reach good configurations depending on structural options (pivoting rule, neutral move policy). Different technical choices have been tested, but are not reported here since experiments have not shown any significant efficiency difference between all variants.

Then, the experimental analysis will compare five climbers variants combining pivoting rule (PR) alternatives and the neutral move policy (NMP). All climbers start from a random configuration, and stop after \(10N^2\) configuration evaluations (unless for basic move policy which stops when a local optimum is reached). Let us notice that this maximal number of evaluations has been set to allow a convergence of the search, after observing no significant improvements for longer searches.

Each climber will be executed 10,000 times on a benchmark set of 208 instances: 16 basic NK-landscapes parametrizations, as well as 192 instances which corresponds to the 192 NK\((pqr)\) landscapes parametrizations selected in the previous section. For each instance, the five climbers start their searches from a single set of 10,000 starting points, in order to cancel the initialization bias.

### Empirical analysis

Experiment results are given on tables 2 and 3 which focus respectively on the NK, NKp, NKq and NKr instances. For each couple climber/instance, we report the average fitness of the 10,000 resulting configurations. For each instance, the best average value appears in bold. Moreover, we indicate in grey methods which are not statistically outperformed by any other method (w.r.t. the Mann-Whitney test with a 5% significance level).

Results obtained on the basic NK-landscapes are given in table 2. In this table, results include only two variants which correspond to the pivoting rule alternatives. Indeed, the basic NK-landscapes do not contain a significant number of neutral neighbors. Then, experiments show equivalent results whatever the neutral move policy being adopted. Anyway, this table provides us a significant piece of information while comparing the best improvement and the first improvement pivoting rules. Best improvement statistically outperforms first improvement when \(K \in \{1, 2\}\), and first improvement appears more efficient while \(K\) increases.

In other words, best improvement is well-suited to explore smooth landscapes, whereas first improvement seems more adapted to explore a rugged one.

Table 3.a summarizes the results obtained on the NKp landscapes. As expected, better results are achieved by climbers which allow neutral move, either all along the search (stochastic), or after detecting a local optimum (basic+NP). The few cases where a basic climber is not statistically outperformed by other methods corresponds to landscapes with a very small neutrality level (less than 6% of neutral neighbors, see table 1). When \(p = 0.99\), basic climbers are clearly inefficient, while the three other variants almost systematically obtain configurations of equal fitness; this can be explained by the relative simplicity of these instances.

NKq instances experiments lead to more relevant outcomes. One can see in table 3.b that neutral moves are necessary to climb landscapes containing even a small level of neutrality. Indeed, basic climbers are always statistically outperformed by others. Moreover, this table emphasizes significant differences between the three strategies allowing neutral moves. First, stochastic climbers reach best results on most instances, especially on more rugged and/or neutral landscapes (high \(K\), low \(q\)). This is particularly interesting since, to our knowledge, basic policies – with or without neutral perturbations – are more traditionally used while designing metaheuristics. However, a best improvement strategy combined with neutral perturbations remains suitable in smooth landscapes, especially with lowest levels.
Figure 2: Distribution of 10,000 random configurations by their numbers of neutral neighbors for NKp, NKq and NKr: example with \( N = 128 \) and \( K = 2 \).

Table 1: Estimated rate of neutrality for NKp (top), NKq (middle) and NKr (bottom) landscapes.
Table 2: Climbers results on NK-landscapes. Only two variants, with no neutral moves, are outputed.

<table>
<thead>
<tr>
<th>NMP</th>
<th>Basic</th>
<th>Stoch.</th>
<th>Basic+NP</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR</td>
<td>First</td>
<td>Best</td>
<td>PR</td>
</tr>
<tr>
<td>128</td>
<td>0.721</td>
<td>0.729</td>
<td>0.729</td>
</tr>
<tr>
<td>256</td>
<td>0.729</td>
<td>0.730</td>
<td>0.730</td>
</tr>
<tr>
<td>512</td>
<td>0.730</td>
<td>0.730</td>
<td>0.730</td>
</tr>
</tbody>
</table>

(a) (b) (c)

Table 3: Climbers results on NKp (a), NKq (b) and NKr (c) landscapes.
of neutrality. Globally, one observes that the search space size given by parameter \( N \) does not influence the overall tendency of the results; although efficiency differences between policies tend to be more significant for larger search spaces.

Major conclusions highlighted with NKq remains valid for NKr as shown in table 3.c. In particular, basic climbers are clearly outperformed, and stochastic climbing statistically dominates other variants on most instances. Let us notice that \( r = 10 \) leads to excessively flat landscapes, then *\( r \) results are not really significant for comparing climbers. Since these landscapes contain huge plateaus, escaping from them requires the use of more specific methods.

Let us recall that the only difference between original NK instances (used table 2) and the ones used here results of the precision of the configuration fitnesses. Consequently, it makes sense to compare directly the NK and NKr results for each \((N, K)\) parametrization. While comparing results from tables 2 and 3.c, one observes that several \( r \) parametrizations can reach configurations of much higher fitness values. This is illustrated in figure 3, which compare the efficiency of first and best improvement climbers on original fitnesses (NK-landscape), with rounded ones (NKr-landscape, with \( r = 100 \) and \( r = 1000 \)). One observes that, for each \((N, K)\) parametrization, an appropriate rounding of the fitness function can lead to more efficient climbings, provided that the bringing of neutrality is exploited. Setting \( r \) consists then to find a compromise between more neutrality and less precision. The figure also indicates that appropriate \( r \) values increase with \( N \) and decrease with \( K \), which is coherent with the fitness function (see equation 1). More generally, an appropriate discretization of evaluation functions should help to solve optimization problems with neighborhood search techniques.

5. CONCLUSION

Climbers are often considered as basic components of advanced search methods. However, influence of their conception choices are rarely discussed through advanced studies. In this paper we have focused on the capacity of different hill-climbing versions to reach good configurations in various landscapes. In particular, we compared the first and best improvement strategies as well as three different neutral move policies. In order to provide an empirical analysis on a large panel of representative instances, we used NK-landscapes with different sizes, rugosity levels and shapes of neutrality. On landscapes with no neutrality, we show that best improvement performs better on smooth landscapes, while first improvement is well-suited on more rugged ones. To evaluate the impact of neutral move policies, we use three models of neutrality: existing NKp and NKq, as well as NKr, which simply consists in rounding fitnesses. First, one observes that stochastic hill-climbings globally reach better configurations than other variants. In other words, at each step of the search, it makes sense to perform the first non-deteriorating move instead of extending the neighborhood evaluation. Moreover, experiments on NKr shed light on the interest of considering rounded evaluation function during a climbing procedure. Combined with an appropriate neutral move policy, this should avoid to be trapped prematurely in local optima. Indeed, rounding fitnesses intuitively lead to consider also some deteriorating moves during the search. Robustness and efficiency benefits of such
a move policy have often been verified by advanced search techniques like simulated annealing.

Perspectives of this work mainly includes the extension of this analysis to Iterative Local Search methods [6]. Indeed, several questions arise while considering iterated versions. First, we have to determine to what extent efficient climbers can improve iterated searches. Secondly, a similar study performed in an iterated context will determine if the overall influence of structural choices remain unchanged. Last, although this study focused on a large scale of landscapes, a next step could be to deal with uncertain and/or multiobjective problems, whose climber components depend on many other factors.
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